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ABSTRACT

Phase contrast and differential interference contrast, which
are used to capture microscopy images of living cells, contain
a few artifacts such as halo and shadow-cast effect. Remov-
ing these artifacts from microscopy images facilitates auto-
mated microscopy image analysis, such as the cell segmen-
tation that is a critical step in cell tracking systems. We pro-
pose a restoration algorithm based on the microscopy imag-
ing model and consider temporal consistency when restor-
ing time-lapse microscopy image sequences. The artifact-free
microscopy images are restored by minimizing a regularized
quadratic cost function that is adaptable to input image prop-
erties. Our method achieves high segmentation accuracy and
low computational cost compared to the previous methods.

Index Terms— Microscopy image analysis, image restora-
tion, phase contrast, differential interference contrast

1. INTRODUCTION

The demand of visualizing transparent cells without altering
the specimen themselves motivated microscopists to devel-
ope several successful microscopy techniques in the past cen-
tury. Based on the observation that cells change the phase of
incident wavefronts due to their thickness and refractive in-
dex different from the surrounding medium, phase contrast
and differential interference contrast (DIC) microscopy tech-
niques were invented to convert the minute phase variations
to intensity changes for human observation ([5], Chapter 7
and 10). As shown in Fig. 1(a), when imaged by positive
phase contrast optics, cells appear darker than the surround-
ing medium. When imaged by a DIC microscope, cells have
the 3D-like topographical appearance (Fig. 1(b)).

However, several inherent artifacts can be observed in
these microscopy images. There are bright halos around cell
membranes in the phase contrast image (Fig. 1(a)), thus the
observed pixel intensities around halo regions do not directly
reflect the specimen’s properties. There is a pseudo 3D shad-
ing effect in the DIC image (Fig. 1(b)) where regions with
increasing optical path difference appear brighter than those
with decreasing optical path difference. This shadow-cast
effect only indicates the sign and slope orientation of optical

Fig. 1. Restoring artifact-free microscopy images to facilitate
cell segmentation. (a) Phase contrast image with halo arti-
facts; (b) DIC image with pseudo 3D shadow-cast effect; (3)
Restored phase contrast image; (4) Restored DIC image.

path gradients and it does not indicate the actual topograph-
ical structures of cells. These artifacts have hindered the
process of automated microscopy image analysis, such as
the cell segmentation that is a critical step in automated cell
tracking systems [3, 6].

Recently, we proposed a method to restore artifact-free
microscopy images that are suitable for segmentation by di-
rect thresholding [4, 9]. Our method minimizes a regularized
quadratic cost function defined by the imaging models de-
rived from the optical principles of phase contrast and DIC
microscopes. In this paper, we enhance the previous method
in four folds: (1) extend the algorithm to restore microscopy
video sequences by considering temporal consistency; (2) al-
low for tuning the regularization terms in the cost function
according to observed image properties; (3) devise a better
initialization method by using a look-up table built from in-
put image properties so that the restoration is more adaptable;
(4) largely reduce the computational cost without sacrificing
the algorithm’s accuracy. Fig. 1(c) and (d) show the results
of our restoration method corresponding to Fig. 1(a) and (b),
respectively, which are artifact-free and amenable to the ba-
sic thresholding method for segmenting cells from the back-
ground.
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Fig. 2. Convolutional kernels used in our linear imaging
model. (a) Obscured airy kernel in the phase contrast imag-
ing; (b) Difference-of-Gaussian kernel in the DIC imaging.

2. RESTORATION ALGORITHM ON IMAGE
SEQUENCES

The artifacts included in Fig. 1(a) and (b) can be well ex-
plained by the optical properties of the microscopy imaging
formation process. In [4, 9], we have derived a linear mi-
croscopy imaging model

g = Hf (1

where g is a vectorized observed image, H is a matrix defined
by the imaging optics, and f is the vectorized artifact-free im-
age to be restored. In the phase contrast imaging, H corre-
sponds to an obscured airy kernel (Fig. 2(a), [9]), and in the
DIC imaging, H corresponds to a directional Difference-of-
Gaussian kernel (Fig. 2(b), [4]).

Directly inversing H to restore f from g in Eq. 1 is known
to be highly noise-prone. Instead, given an observed sequence
of N images, {g(t)}tzl_’.i. N, we restore the artifact-free se-
quence, {f(¥};_; .. n, by minimizing the following cost
function'

O(f) = |Hf —g|? + wfTLf + w, | Af||; +

wi(f =) TE(F - £0) ©)

where L is a Laplacian matrix defining the similarity between
spatial pixel neighbors, A is a positive diagonal matrix defin-
ing the [; sparseness regularization, and 3 is a matrix defining
the similarity between temporal pixel neighbors. L, A and 32
are explained in Section 3. The temporal consistency term is
dropped when restoring the first image of a sequence. The
weighting coefficients on different regularization terms (ws,
w, and wy) are to be learned by grid-search [4, 9]. Because
of the [; sparseness term, there is no closed-form solution to
O(f). Instead, we constrain the restored f to have nonneg-
ative values and convert Eq. 2 to the following optimization
problem

O(f) =fTQf + 2b"f + ¢ s.t. £>0 3)
where
Q = HH+wL+wX 4)
b = —H'g— w37t 4w diag(A)/2  (5)
c = glg+ wtf(t)Tf(t). ©6)

'To simplify notation, we denote f as the image to be restored at time
t 4 1, g as the image observed at time ¢ + 1, and £(*) as the restored image
at time ¢.

We propose an iterative algorithm to solve f in Eq. 3
by non-negative multiplicative updating (Eq. 8, [7]). Re-
weighting (Eq. 9, [2]) is an option to accelerate the conver-
gence process.

Algorithm I: restoring artifact-free microscopy images
Initialize f = £ and A = A",
Repeat the following steps for all pixel j

b = —H'g—wuXTt® 4w diag(A)/2 ()
—b; + \/b? +4(Q*f),;(Q 1),
fj <« fj (8)
2(Q+f);
Ai_nit
I ®
J

Until convergence.

where ¢ is a small constant to avoid divide-by-zero, Q™ and
Q- store the positive and negative elements of Q. A™ is
the sparse regularization defined by input image properties
(Section 3) and £ is the initialization obtained from a look-
up table (Section 4).

3. REGULARIZATIONS DEFINED BY IMAGE
PROPERTIES

In a microscopy video sequence, neighboring pixels are
linked in both spatial and temporal domain, we define the
similarity between spatial neighbors as

W, = e—(gm—gn)z/m (10)

where g,, and g,, denote intensities of neighboring pixels m
and n, and o is the mean of all possible (g,, — g,)?’s in the
image. The spatial smoothness regularization is defined as

fFILE = Y Wo(fn — £2)° a1

m, n€Qd(m)

where Q(m) denote the spatial 8-connected neighborhood of
pixel m. Explicitly, we compute L = D — W where D,,,,,, =
Yon Won.

Similarly, we define the similarity between two neighbor-
ing pixels in the temporal domain as

S = ¢~ B8 /o2 (12)

where gffl) denotes the intensity of pixel m in the previous

time instant, and o5 is the mean of all possible (g, — ggﬁ))Q’s
between two consecutive images. Each pixel in the current
image can be connected to nine temporal neighbors in the pre-
vious frame. The regularization terms on spatial and temporal
smoothness enforce neighboring pixels with similar observed
values to have similar values in the restored image.

The sparsity regularization in Eq. 2 enforces most pixels
of the restored artifact-free image to be close to zero. Ideally,



Fig. 3. Sparseness regularization by spatial image frequency
analysis, corresponding to Fig. 1(a) and (b), respectively.

all the background pixels have zero values while cell pixels
have positive values. In [4, 9], the sparseness is implemented
by initializing A as a constant at the beginning (i.e. A" =
I) and re-weight it in the iterative process by

1

fj + € ’
Rather than blindly enforce the sparseness over all pix-
els, we tune the sparsity regularization term according to the

spatial image frequency. First, we apply the 2D Fourier trans-
form, F, on image g

Ajj —

13)

G = F(g). (14)

G is an image with complex values where the magnitude,
A(G), tells how much of a certain frequency component ap-
pears, and the phase, P(G), indicates where the frequency
component is in the image. Then, we apply a high pass filter
on the frequency magnitude to get A'(G) (i.e. set all fre-
quency components below a cutoff frequency to zero.) Fi-
nally, we transform back to the spatial domain by inverse 2D
Fourier transform

g = F YA (G)eP (@), (15)

Fig. 3(a) and (b) shows the high pass filtering on Fig. 1(a)
and (b), respectively, where bright regions represent high
frequency components corresponding to possible cell pixels.
Thus, we define the initial sparsity matrix by

A" = diag(e™®) (16)

and also use it in the re-weighting step (Eq. 9). Using this
sparsity regularization in the cost function, the lower fre-
quency regions corresponding to background pixels are pe-
nalized more than higher frequency components correspond-
ing to cell pixels.

4. INITIALIZATION INFERRED FROM A LOOK-UP
TABLE

To solve the nonnegative quadratic problem in Eq. 3, a good
initialization close to the optimal solution will let the iterative
process converge fast. Rather than using the constant initial-
ization as in [4, 9], we build a look-up table to infer a better
initialization. Given a training sequence, g’s, we run Algo-
rithm I with f**¥ = 1 and restore a sequence of f’s. Then,
we calculate a histogram h(g;, |g|;, f;) over every pixel based

gradient magnitude

intensity

intensity

Fig. 4. Initialization for the iterative algorithm. (a) A look-up
table for phase contrast images; (b) The inferred initialization
for Fig. 1(a); (c) A look-up table for DIC images; (d) The
inferred initialization for Fig. 1(b).

on the observed image intensity g;, image gradient magnitude
|g|; and restored f; value. The look-up table is computed as

Tbl(g;, &l;) = arg max h(g;, |&l;, £))- a7
J

Fig. 4(a) shows the computed look-up table from a train-
ing phase contrast sequence where the positive f values (scat-
tered bright regions) concentrate on entries with low intensity
observations and a wide range of gradient observations. This
phenomenon is commonly observed from any positive phase
contrast image where cell pixels appear dark and have various
local gradients. Based on this look-up table, for every pixel
J in an image g to be restored, we infer the initialization as
fint = Tbl(gy,|gl;). Note, if £ is zero, we set it to a
small positive constant to avoid being stuck at zero in Eq. 8.
The inferred initialization for Fig. 1(a) is shown in Fig. 4(b)
that is close to the optimal solution except some isolated cell
regions and background noise.

Fig. 4(c) shows the look-up table from a training DIC se-
quence where most positive f values are from entries corre-
sponding to either high or low intensity observations and a
wide range of gradient observations. This look-up table is co-
incident with the common observations in DIC images: the
bright and dark pixels correspond to increasing or decreasing
optical path lengths showing the pseudo 3D shading effect.
Figure 4(d) shows the inferred initialization for Figure 1(b).

Basically, the loop-up table is equivalent to solving a sin-
gle global maximum-a-posterior problem

arg max p(f; (g5, &,)). (18)
j

Other soft-segmentation methods such as a bag of local
Bayesian classification [8] can be adopted here to provide
an initialization for our iterative restoration algorithm.
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Fig. 5. Comparing the time cost and accuracy of different al-
gorithm implementations with or without image-adapted reg-
ularization, initialization or temporal consistency.

5. RESULTS

To evaluate our algorithm’s performance, we recorded 1000
phase contrast images over four days and another set of 1000
DIC images, then we manually label all cell masks every
100th image as ground truth. We adopt the evaluation met-
rics in [9] to compare four different algorithm implementa-
tions: (1) original restoration algorithm in [9]; (2) revised [9]
with regularization terms adapted to image properties; (3) re-
vised [9] with adaptable regularization terms and a better ini-
tialization from a look-up table; (4) revised [9] with all our
proposed techniques.

The phase contrast image dataset includes a growing num-
ber of stem cells (from 20+ to 500+, left column of Fig. 6).
As the cell number increases, the image has more nonnega-
tive f values (cell pixels) and this causes more element-wise
operations in Eq. 8, thus the time cost increases from the be-
ginning to the end of this sequence, as shown in Fig. 5(a).
Meanwhile, the restoration accuracy decreases a little bit in
Fig. 5(b) because a large number of cells cultured in a dish
may occlude each other and blur the halo effect. The num-
ber of cells in the DIC image sequence does not change a
lot over time (top row of Fig. 7), thus the time cost and ac-
curacy maintain relatively stable from the beginning to the
end of this sequence, as shown in Fig. 5(c) and (d). From
Fig. 5(a) and (c), we found that the implementation with all
proposed techniques has the least time cost. From Fig. 5(b)
and (d), we observe that the four algorithm implementations
have competitive accuracies compared to each other. The rea-
son is because our iterative algorithm to solve the nonnegative
quadratic optimization problem in Eq. 3 is guaranteed to con-
verge to a unique global optimum [7].

Overall, our proposed method achieves high restoration
accuracy with lower computational cost compared to the

previous method, which is suitable for online large-scale
cell tracking experiments. Fig. 6 and 7 show some detailed
restoration results by our algorithm where cell pixels have
positive values while background pixels have uniform zero
values, which favors the basic segmentation by thresholding.
The overlapped cells can be handled by the algorithm in [1].

6. CONCLUSION

The artifacts in phase contrast and DIC microscopy hinder the
automated microscopy image analysis such as cell segmenta-
tion that is a critical step in cell tracking systems. We pro-
pose a restoration algorithm based on the microscopy imag-
ing model and consider temporal consistency when restor-
ing time-lapse microscopy image sequences. The restora-
tion is accomplished by minimizing a regularized quadratic
cost function iteratively. The regularization terms are adapted
to input image properties. To accelerate the iterative pro-
cess, we infer an initialization close to the optimal solution
by using a look-up table built from training images. The re-
stored artifact-free images are amenable to cell segmentation
by the basic thresholding method. Compared with the pre-
vious method [9], our proposed approach achieves high seg-
mentation accuracy with lower computational cost, which can
greatly facilitate online large-scale cell image segmentation
and cell tracking applications.
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Fig. 6. Left: the first and last images of the phase contrast sequence. Right: the zoomed-in details of input phase contrast
images (top row), restored phase contrast images (middle row), and segmentation by thresholding the restored images (bottom
row where cells are labelled by red boundaries and green IDs).
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Fig. 7. Top row: input DIC images; Middle row: restored DIC images; Third row: segmentation by thresholding the restored
images (cells are labelled by red boundaries and green IDs).



